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General View of Machine Learning Problems 
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The resources and processing power of computers have 
steady growth, facilitating accumulation and storage of 
huge data arrays, in natural or digital formats. There appear 
giant data centers intended for accumulation and long-term 
storage of these data. And the following question arises 
immediately: which operations can be applied to data, 
except their storage?  
 
In 1991 G. Piatetsky-Shapiro formulated the concept of  
Data Mining (DM) which was to integrate the methods of 
mathematical statistics and probability theory within a user-
friendly information technology environment.  
 
In 2002 first issue of the Journal of Data Science was 
published, where it was introduced new scientific discipline 
Data Science (DS). It was intended to integrate all sciences 
where data arise. 
 
In 2008 Nature editor C. Lynch prepared a special issue 
dedicated to the big data problem, formulating the concept 
of Big Data (BD) with its 3V attributes (volume, velocity, 
variety). It was assumed to develop an information 
technology environment with processing methods for the 
large arrays of numerical, audio, video and text data that 
possess the 3V attributes. 
 
The physical core of all concepts involving data is a 
supercomputer implementing computational algorithms for 
big data arrays handling and knowledge extraction. To 
succeed, one has to make some hypotheses and to learn the 
computer using data attributes. Therefore, Machine 
Learning (ML) procedures and algorithms play a key role in 
DM and DS, and BD concepts. 
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Uncertainty 

Data 
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Real problems which are solved by ML-procedures 
occur in uncertain environment. It concerns data. 
They are obtained with errors and omissions. Different 
arrays of data often have different scales and they are 
not completely measured. Also there exists a problem 
of representative sampling. As a result it turns out that 
data cannot be considered as valid. 
 
Second source of uncertainty is models. Model design 
and parameterization represent subjective procedures 
depending on an individual knowledge of researchers. 
It is necessary to choose a model class (linear or 
nonlinear, static or dynamic, etc.), its structure and 
mathematical description, basic parameters. 
 
So, applying ML-procedures we have to take into 
account high uncertainty in real problems. 
 
It is necessary to simulate uncertainty somehow. Here 
we are using a general trend in this field ς stochastic 
simulation. 
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Uncertainty in ML- and RML-procedures 

ML-procedures RML-procedures 
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In the ML-procedures there applied 
deterministic parameters and data 
which sampled from universe with 
hypothetically defined probabilistic 
properties. Minimizing of empirical risk 
gives optimal estimates of parameters 
under used data. 
 
In the RML-procedures there applied 
random parameters of interval type 
and data with random errors. Optimal 
estimates of paramtersΩ t5C and errors 
are defined by maximization of 
information entropy. 

Separating  
surface 

Class 1 

Class 2 
Ensemble of  

separating surfaces 

Class 1 

Class 2 

Classification problem 
 
¢ƘŜ άƭŜŀǊƴŜŘέ ōȅ a[-procedure model 
generates unique decision rule 
corresponded to optimal estimates of 
parameters. Objects are distributed 
among classes according to the rule. 
 
¢ƘŜ άƭŜŀǊƴŜŘέ ōȅ wa[-procedure model 
generates ensemble of decision rules 
ŎƻǊǊŜǎǇƻƴŘŜŘ ǘƻ ǘƘŜ άōŜǎǘέ t5C 
parameters under maximum 
uncertainty (entropy). Objects 
distribution among classes is random 
and charterized by empirical 
probabilities. 

Objects 

Objects 
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Structure of RML-procedures 
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RML-procedure - Data 

Input Data 
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RML-procedure - Randomized Parametric Model (RPM) (1) 
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RML-procedure for Dynamic RPM (1) 

RPM 
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RML-procedure - Randomized Parametric Model (RPM) (2) 

mean-square vector 

mean-cube vector 

mean forth degree vector 

mean vector 
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RML-procedure - General Form of RML-Algorithm 

The entropy is a measure of uncertainty. Its maximization yields best solutions under 
maximum uncertainty, which is connected with the random parameters of RPM and with 
the measurement noises. The last property guarantees best estimates under maximum 
uncertain noises. Therefore, the PDF estimates obtained by entropy maximization can be 
interpreted as robust ones. 
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RML-procedure for Dynamic RPM (2) 

RML-Algorithm 
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Structure of Entropy-Optimal PDF 
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Applications 
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άн-ǎƻŦǘέ /ƭŀǎǎƛŦƛŎŀǘƛƻƴ ƻŦ 5ƻŎǳƳŜƴǘǎ 
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άн-ǎƻŦǘέ /ƭŀǎǎƛŦƛŎŀǘƛƻƴ ƻŦ 5ƻŎǳƳŜƴǘǎ ς Learning Stage (1) 

Learning collection Randomized Model (Decision Rule) 

0,81 0,15 Χ 0,35 

1 2 Χ 2 
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άн-ǎƻŦǘέ /ƭŀǎǎƛŦƛŎŀǘƛƻƴ ƻŦ 5ƻŎǳƳŜƴǘǎ ς Learning Stage (2) 
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άн-ǎƻŦǘέ /ƭŀǎǎƛŦƛŎŀǘƛƻƴ ƻŦ 5ƻŎǳƳŜƴǘǎ ς Learning Stage (3) 

Example 1 Example 2 

The learning collection consist in 3 documents, each of which 
is characterized by 4-dimension vector by four weights.  

1  0.11   0.75   0.08   0.21  

2  0.91   0.65   0.11   0.81  

3  0.57   0.17   0.31   0.91  
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άн-ǎƻŦǘέ /ƭŀǎǎƛŦƛŎŀǘƛƻƴ ƻŦ 5ƻŎǳƳŜƴǘǎ ς Testing Stage 

500 documents 

Example 1 Example 2 


